Retrieval-Augmented Retrieval for Zero-Shot Dense Retrieval Adaptation
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Abstract

In this paper, we propose Retrieval-Augmented
Retrieval (RAR), which augments dense re-
trieval model with history query-document
pairs. We design a two-stage retrieval pipeline,
where we first retrieve similar query-document
pairs from the training data, and then concate-
nate current query with them to enhance the
query representation. Results on BEIR zero-
shot ranking benchmark show that RAR is able
to consistently improve over the vanilla DR
models.

1 Introduction

Dense retrieval (DR) is an important component
in many NLP tasks, e.g. question answering and
fact verification, and serves as the backbone for
web search. DR is supported by an architecture
called dual encoders, where the query and doc-
ument are encoded separately with two identical
pre-trained language models (PLMs) into vector
representations in the semantic space (Karpukhin
et al., 2020; Xiong et al., 2021). The documents
in the collection can be encoded offline and the re-
trieval is conducted approximate nearest neighbour
(ANN) search.

Though achieving state-of-the-art results in in-
domain supervised datasets like Natural Ques-
tions (NQ) (Kwiatkowski et al., 2019) and MS
MARCO (Bajaj et al., 2016), research has shown
that DR may perform worse than traditional lex-
ical retrieval models like BM25 in some out-of-
domain setups, where training labels are not avail-
able (Thakur et al., 2021). We argue that the failure
mostly roots in the information scarcity in the user
queries — compared to long, self-contained doc-
uments, user queries are often short and concise,
sometimes mentioning rare concepts, challenging
PLMs to accurately encoding in the semantic space,
especially for the out-of-domain, tail queries.

Different from previous research which directly
encodes the bare query, in this paper, we pro-
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pose Retrieval-Augmented Retrieval (RAR), to
augment current query with information from the
query-document pairs in the training data. Specifi-
cally, we first build all available query-document
pairs in the training data into a index. The index
serves as an additional knowledge source for the
query encoder. We then employ a two-stage dense
retrieval process: 1) query-query retrieval, where
we retrieve a similar or relating query-document
pair from the index; 2) query-document retrieval,
where we concatenate current query with the re-
trieved query-document pair to form a new query
which is then used to retrieve relevant documents.
Finally, we ensemble the retrieval results of the
new query and the original bare query to obtain the
final retrieval results. In real-world scenario, the
query-document pair index can be search logs and
user click data, which are abundant in commercial
search engines.

We conduct experiments on a recent information
retrieval benchmark BEIR (Thakur et al., 2021),
which contains a series of retrieval tasks in a
wide range of domains. We evaluate RAR’s zero-
shot performance on BEIR, with the training data
from MS MARCO as the knowledge source. Re-
sults show that, without any in-domain supervision
data, RAR significantly improves over the baseline
model on most BEIR datasets. This proves that
incorporating previous search history is helpful for
PLMs to better understand user intent in the current

query.
2 Related Work

Dense Retrieval With the advent of pre-trained
language models, dense retrieval (DR) models are
developed in recent years to serve as a substitute
for traditional bag-of-words information retrieval
models, which naturally suffer from the vocabu-
lary mismatch problem (Karpukhin et al., 2020;
Xiong et al., 2021; Lee et al., 2019). They use
transformer-based PLMs as the backbone, map-



ping the query and document into low-dimensional,
dense vectors in the semantic space. DR models are
trained via contrastive learning, where the query
and the relevant (positive) document are pulled to-
gether while the query and the irrelevant (negative)
document are pushed away. They benefit from
large-scale training data and achieve superior per-
formance with supervised training. However, as
the recently-proposed BEIR benchmark indicates,
the zero-shot performance of DR models on out-of-
distribution data are still poor, often lagging behind
traditional lexical retrieval models.

Prompt-based Learning With the emergence
of large PLMs like GPT-3 (Brown et al., 2020),
researchers explored prepending additional texts
into PLMs as “prompt” to help assist learning (Liu
et al., 2021b). The prompts can be task descrip-
tions, automatically-searched tokens, and/or sev-
eral labeled instances. The method of prepending
labeled instances is often referred to as “in-context
learning” (Liu et al., 2021a). Inspired by the new
learning schemes, in this work, we explore the ef-
fectiveness of using available search data as the
source for in-context examples to form better query
representations.

3 Methodology

3.1 Preliminaries

Given a query ¢ and a document collection D,
a retrieval model retrieves a set of documents
di,do, ...,d, from D and sorts them according to
their relevance to the query. A DR model calculates
the relevancy according to the query and document
representations:

rel(‘b d) = f(g(Q)ag(d))7 (1)

where ¢() is the encoder and f() is the scoring
function. The encoder is often supported by a PLM
with pooling head to produce a vector representa-
tion. The scoring function is often as simple as dot
product. During inference, a approximate nearest
neighbor (ANN) search is executed to find rele-
vant documents using the document embeddings
encoded in advance.

3.2 Retrieval-Augmented Retrieval

Typical DR models find relevant documents di-
rectly using the bare query, which may not include
sufficient information. We complement the query
with relating (g, d) at hand — in the training data.

We achieve this by first building a search index
containing all relevant (g, d) pairs in the training
data (irrelevant pairs are discarded). The index can
either be a traditional bag-of-word index (BM25
index) or a dense index.

During inference, RAR employs a two-stage re-
trieval process. In the first stage, we query the
(g, d) index to get a similar query for user query
g, denoted as ¢’. The relevant document for ¢’ is
denoted as d’. Then we concatenate ¢, ¢/, and d’
using the following template:

T(q,q,d)

=This query: ¢ Sample query: ¢ 'Sample document: d.

2

The query encoder is fed in with the new input
format to perform retrieval:

rel(g,d) = f(9(T(q:¢',d)), g(d)). (3

Note that the input for the document encoder re-
mains the same.

During training, following previous work, we
first fine-tune the model with BM25 negatives, and
then with self-retrieved negatives. In the first train-
ing stage, we build a BM25 index for train (g, d)
pairs. In the second training stage, the related (g, d)
pairs are retrieved from a dense index, produced
from a plain dense retrieval model trained using the
same BM25 negatives.

The final retrieval results of RAR is further fused
with a plain DR counterpart using Reciprocal Rank
Fusion (Cormack et al., 2009):

1 1
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rel(q, d)

where 71(q,d), r2(q,d) are the document ranks
(start from 1) of a plain DR and RAR model, re-
spectively, and k is a parameter.

4 Results

The results are presented in Table 1. On most
BEIR datasets, RAR successfully improves over
the T5-base baseline. with reciprocal rank fusion,
RAR w/ Fusion further outperforms RAR, achiev-
ing the highest performance in all datasets exclud-
ing Quora, a duplicate-question retrieval dataset.
We conjecture that the downgraded performance
on Quora may be because the original query already
contains enough information for duplicate-question
retrieval.



Dataset TS-base RAR RAR w/ Fusion
NDCG@10 R@I100 | NDCG@10 R@100 W/T/L(%) | NDCG@10 R@100 W/T/L(%)

Bio-Medical IR

TREC-COVID | 0.5551 0.0797 | 0.5598 0.0859  44/6/50 | 0.6006 0.0901"  60/2/38

NFCorpus 0.2646 0.2313 | 0.2694 0.2415  29/43/28 | 0.2780f 0.24371  32/50/18

Question Answering

NQ 04152 0.8003 | 0.3929 0.7895  22/51/27 | 0.42981 0.82931  25/59/16

FiQA-2018 | 0.2476 0.5359 | 0.2522 0.55971  24/53/22 | 0.2613f 0.57301  24/61/14

Argument Retrieval

ArguAna 0.3081 0.9296 | 0.3188f 0.9296  30/41/29 | 0.32501 0.95027  28/52/20

Touche-2020 | 0.2866 0.4490 | 0.2562 04075  31/22/47 | 0.2905 0.4424  43/22/35

Duplicate-Question Retrieval

Quora | 0.8066 0.9850 | 0.6618 0.9572  10/49/41 | 0.7609 0.9845  13/63/25

Entity Retrieval

DBPedia | 0.2735 0.3314 | 0.2652 0.3397  34/26/40 | 0.2970 0.35947  46/30/24

Citation Prediction

SCIDOCS | 0.1100 0.2607 | 0.1112 0.27217  21/59/20 | 0.1208f 0.2818"  23/64/13

Fact Checking

Scifact | 0.5029 0.8087 | 0.5221 0.8113  19/63/17 | 0.5353f 0.8403"  19/73/8

Average | 0.3770 0.5412 | 0.3610 0.5464 na. | 0.3899 0.5595  na.

Table 1: BEIR results. T indicates statistically significant improvements over T5-base.

5 Conclusion

In this paper, we propose Retrieval-Augmented
Retrieval (RAR), which introduces a query-query
retrieval stage to enhance the representation of the
query in query-document retrieval. Experiments on
BEIR show that RAR significantly improves over
vanilla dense retrieval methods.
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